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. Introduction

Banks have traditionally been both regulated and
supervised in order to protect them from failure
and to maintain the safety and viability of the fi-
nancial system. Recently, however, rapid devel-
opments in technology and increased financial
sophistication have challenged the ability of tra-
ditiona regulation and supervision to foster a
safe and sound banking system (see Jones 1998).
As banks continue to become more adept at inno-
vating beyond the borders of existing regulation,
policy makers have begun to look to the market-
place as apotential additional monitor of the risk-
taking of banks (see Flannery 1998).

Although many ways to incorporate the mar-
ketplace into prudential supervision of banks can
be imagined, one currently popular proposa en-
visages using banks themselves as monitors of
other banks (see Calomiris 1998). The attraction
of such an ideais readily apparent; who better to
identify a risky bank than another bank? Never-
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This study provides evi-
dence that banks are ef-
fective monitors of
their peers by showing
that the interest rate
paid on federal funds
transactions reflects dif-
ferences in credit risk
across borrowers. In ad-
dition, the size and rela-
tive importance in the
funds market of the
trading institutions are
shown to affect the
rates charged for over-
night borrowing,
thereby providing in-
sight into the nature of
competition in the fed-
eral funds market.
Transaction volume
and size-of-transaction
effects are uncovered,
as is evidence of rela-
tionship banking be-
tween banks. These re-
sults are made possible
by unique data identi-
fying individual federal
funds transactions.
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theless, the ability of banks to identify the risk of other banks has never
been documented.

This research investigates whether banks could effectively be em-
ployed as monitors of their peers by providing thefirst empirical exami-
nation of the pricing of interbank lending agreements. Banks lend sig-
nificant amounts of money to one another every day in the federal funds
market, the market where reserves are both bought and sold. These
loans are both large and uncollateralized, and thus expose lending insti-
tutionsto significant credit risk. Lending bankstherefore have an incen-
tiveto monitor their counterparties and to price these loansas afunction
of, among other things, the credit risk of the borrowing bank.

The main empirical finding of this article is that the interest rate
charged on federal funds transactions reflects, in part, the credit risk
of the borrowing institution. In particular, borrowing banks with higher
profitability, higher capital ratios, and fewer problem loans pay lower
interest rates on federal funds loans. Thus, the empirical evidence sug-
geststhat banksidentify risk in their peers and effectively monitor other
banks.

The remainder of the article is organized as follows. Section Il re-
views previous work that examines the effectiveness of market partici-
pantsto monitor bank risk. Section 11 summarizes the limited informa-
tion that has been previously documented regarding pricing in the
federal funds market. Section IV describes the source, strengths, and
weaknesses of the transaction-level data used in the analysis. Section
V presents the empirical findings. Section VI concludes.

[I. Market Monitoring of Banks

Preliminary research examining whether market information could be
auseful part of bank regulation and supervision has found that in many
circumstances, supervisors and markets are often complementary
sources of information regarding bank health (Berger, Davies, and
Flannery 1998; De Young et a. 1998; Peek, Rosengren, and Tootell
1999). These studies conclude, therefore, that market information
could be a useful supplement to traditional regulation. Nevertheless,
banks do appear to have some ability to thwart market-based moni-
toring by shifting their liabilities away from claim holders (uninsured
depositors) with a great incentive to monitor to those (insured deposi-
tors) with little incentive to monitor (Billet, Garfinkel, and O’ Nedl
1998).

Although market information has been shown to be potentialy use-
ful, deciding how best to incorporate this information into traditional
regulation is difficult in practice. In particular, policy makers must de-
cide which market participants holding what financial claims would
make the best monitors of bank risk-taking. The most obvious monitors
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for a bank would be depositors. As is well known, however, deposit
insurance has the consequence of eliminating the incentive for insured
depositors to monitor their banks (White 1989). Uninsured depositors
may be able to fill this role. Evidence provided by Baer and Brewer
(1986), Hannan and Hanweck (1988), and Ellis and Flannery (1992)
demonstrates that rates paid on wholesale (uninsured) CDs can be par-
tially explained by proxies for bank risk.

Bank equity holders, too, impose discipline on bank management.
Extensive evidence suggests that following the failure of a bank, the
stock price of surviving institutions reacts negatively when the surviv-
ing institution shares common portfolio characteristics with the failing
institution (Cornell and Shapiro 1986; Swary 1986; Musumeci and Sin-
key, Jr. 1990; Wall and Peterson 1990; Karafiath, Mynatt, and Smith
1991; and Jayanti and Whyte 1996). This finding suggests that equity
holders can act in a way that distinguishes banks according to their
risk. The ability of stockholders to discipline banks, however, may not
be a useful complement to regulation and supervision because of the
different incentivesthat stockholders and supervisors face when a bank
nears insolvency. Because stockholders have limited liability, they
have the incentive to gamble for resurrection by increasing risk,
whereas supervisors wish to minimize losses and therefore want to re-
strict risk-taking.

It haslong been understood that holders of banks' subordinated debt,
because other lenders have higher priority in case of insolvency, have
incentives similar to supervisors and thus might be a useful comple-
ment to current supervisory practice (Keehn 1989; and Wall 1989).
Although Avery, Belton, and Goldberg (1988) and Gorton and Santom-
ero (1990) raise doubts about whether subordinated debt yields provide
information on bank risk, Flannery and Sorescu (1996) do find that
such yields provide evidence of market discipline during periods when
holders of subordinated debt were not implicitly insured.

Recent thinking on the benefits of using market-based information
to complement banking supervision has addressed the question of not
only the type of financial instrument that would be the most appropriate
indicator of bank risk but also the type of investors who would be the
most effective monitors. In particular, it has been suggested that banks
might be particularly effective monitors of other banks because similar
institutions might be expected to identify a peer’s risk best. In one
example of using interbank monitoring as a supplement to current regu-
lation, Calomiris (1998, p. 6) proposes that banks be required to issue
subordinated debt that must be held by *‘reputable foreign financial
institutions.”’* According to the plan, abank would be required to issue

1. Caomiris (1998) argues that the requirement that the institutions holding subordi-
nated debt be foreign ensures that they will not be bailed out in a crisis.
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subordinated debt equal to afraction of its assets. Further, the debenture
interest rate would not be allowed to exceed some given ceiling. Thus,
whenever the issuing bank’s creditors perceived a bank to be suffi-
ciently risky, the bank would find itself unable to issue subordinated
debt at a rate below the ceiling. The bank would then be forced to
contract in order to maintain the required subordinated-debt-to-asset
ratio.

Rochet and Tirole (1996) provide theoretical support for the notion
that banks would be particularly good monitors of other banks. They
argue that interbank relationships established through federal funds
transactions or similar interdependencies generate powerful incentives
for banks to monitor each other. Unfortunately, Rochet and Tirole
(1996) aso point out that the effectiveness of banks as monitors of
other banks is influenced by other existing policies, most notably the
“‘too big to fail’’ policy. In particular, if the largest banks were viewed
as immune from failure, then these banks' creditors, including other
banks, would have little incentive to monitor their exposures.

The arguments of Rochet and Tirole (1996) suggest that the effec-
tiveness of banks as monitors of their peers depends on whether lenders
believe that an interbank transaction exposes them to potential losses.
If so, then the pricing of such transactions should reflect differences
in borrower risk. Whether, and to what extent, the credit risk of a bor-
rowing institution is priced into interbank lending agreements is the
important empirical question addressed in this article.

This article examines the pricing of individual federal funds transac-
tions. The federal funds market is a particularly attractive place to ex-
amine the pricing of interbank lending because funds transactions are
largely free of complicating factors present in other interbank contracts
that would typically make gleaning the ‘‘price’’ of the loan difficult.
In particular, federal funds transactions are uncollateralized, have an
overnight maturity, have maturity equal to duration, and are free from
unusual payment schedules or covenants. Thus, differential pricing
should readily appear in afunds transaction’ sinterest rate. By examin-
ing the determinants of the interest rate on federal funds transactions,
one can directly test whether credit risk is priced into interbank lending
agreements. Anticipating the results, the article concludes that differ-
ences in borrower credit risk are reflected in the interest rate charged.

[1l. Pricing in the Market for Federal Funds

To date, the literature has only provided anecdotal evidence regarding
the pricing of individual federal funds transactions. Stigum (1990) dis-
cusses tiering in the funds market by which large institutions generally
get better terms than smaller institutions. Allen and Saunders (1986)
report in a footnote that, based on conversations with market partici-
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pants, non-money-center banks generally pay between 1/8% and 1/4%
above the rate of their money-center counterparts. In contrast, this arti-
cle provides an in-depth empirical analysis of the pricing of individual
federal funds transactions. In particular, the credit quality of the bor-
rowing bank is shown to influence the price paid on a federal funds
loan.

Before describing the data used in this article, it is worthwhile to
dispel a common misperception that the Federal Reserve sets the rate
at which financial institutions trade reserves. As part of itsimplementa-
tion of monetary policy, the Fed announces a‘‘target’’ for ‘‘the’” funds
rate. For example, throughout the entire sample period studied in this
article, the first quarter of 1998, the Fed had an announced *‘target’
of 5.5%. The Fed, however, is not concerned about determining the
rate for individual federal funds transactions. Rather, the Fed summa-
rizes the cross-sectional variation in transaction interest rates by sur-
veying fiveleading federal fundsbrokers about the total value of federal
funds trades conducted at different interest rates. These totals are then
aggregated across brokers for each interest rate, and a value-weighted
average is then taken. This resulting daily average rate is published
with the name *‘ effective federal fundsrate.”” To implement monetary
policy, the Fed conducts daily open market operations in an attempt
to bring the effective federal funds rateto or near its stated target. Thus,
although Fed action largely influences the effective federal funds rate,
it is bank credit quality and other market factors that ultimately influ-
ence the cross-sectional differences in actual rates paid.

IV. ldentification and Validation of Federal Funds Transactions

Both large and small institutions wish to trade in the federal funds
market. Thisis because all institutions face some degree of unexpected
inflows and outflows of reserves that they may wish to counteract
through overnight borrowing or lending. In general, a bank looking to
sell funds and an institution wishing to buy funds agree on a mutually
acceptable quantity, term (typically overnight), and interest rate.? The
lender (seller) of funds transfers the funds on the day of the sale to the
borrower, and the borrower (buyer) of funds returns the borrowed
amount plus interest to the lender the following business day. These
two payments typically occur over Fedwire, the large-value transfer
system operated by the Fed.®

These Fedwire payments allow the identification of federa funds

2. Brokers sometimes facilitate this process.

3. Small federal funds transactions between banks that have correspondent rel ationships
may be arranged through book transfers (accounting entries) and may not require any
Fedwire payments.
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transactions analyzed in this study.* For business reasons, the Fed tem-
porarily maintains a record of each payment transaction sent over
Fedwire and, from this record, every Fedwire funds transfer made dur-
ing thefirst quarter of 1998 was collected. Of the several hundred thou-
sand transactions recorded each day, only a relatively small number
are related to the federal funds market. Stigum (1990) argues that fed-
eral funds transactions are usually made in round lots of over $1 mil-
lion. Based on this anecdotal evidence, the sample of transactions was
searched, and payments whose amounts were greater than $1 million,
ended in five zeros, and had a payment the following business day in
the opposite direction in an amount that could reasonably be construed
as the initial payment plus interest were identified as federal funds
transactions. Asinterest rates charged vary across transactions, a range
of values for valid rates of interest was allowed. For the results below,
awindow of interest rates was allowed, ranging from 50 basis points
below the minimum to 50 basis points above the maximum of six pub-
licly available measures of a day’s federal funds rate: the 11:00 A.Mm.
rate, the high, low, and closing rates reported by the surveyed brokers,
the effective rate, and the Fed's target rate.®

Potentially the greatest weakness of this approach to identifying fed-
eral fundstransactionsisthat the sending and receiving banks identified
in the data need not be the actual parties to the transaction. These banks
could be acting as dealers for the funds transactions of others, or the
transactions may represent overnight lending arrangements between
nonfinancial firms operating through different banks. It is also possible
that there are transactions struck at a rate outside the selection window,
and of course these will be missed.® Finaly, this approach will fail to
capture the small number of federal funds loans that do not have an
overnight maturity.’

Before turning to the formal analysis, it is useful to consider whether
the identification procedure correctly identifies federal funds transac-
tions. The most reliable information available on true federal funds
transactions is the effective federal funds rate, the weighted average
interest rate of transactions conducted by five leading funds brokers.
As a comparison, a weighted average interest rate for the sample of

4. A more detailed description of the transaction-identification process can be found in
Furfine (1999).

5. The 11:00 a.m. rate is the weighted average interest rate derived from summaries of
transactionsthat have already occurred that morning when the Fed conductsitsdaily (morn-
ing) survey of the five leading funds brokers. The high and low rates report the highest
and lowest rates observed by any of the five brokers for the day. The closing rate is the
rate on the last transaction conducted by the surveyed brokers.

6. Enlarging the window had a negligible effect on the number of payments identified
as federal funds transactions.

7. According to a Federal Reserve Bank of New York (1987) survey, 96% of federal
funds loans were for an overnight maturity.
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Fi6. 1.—Sample and published effective funds rate. Solid line, published se-
ries; dashed line, sample. Vertical lines indicate reserve settlement days.

transactions identified in the datawas cal culated for each day and com-
pared with the published effective federal funds rate. These two series
are plotted in figure 1. As is evident from the figure, the interest rate
series calculated from the sample of transactions replicates the pub-
lished series quite well. The average daily interest rate in the sample
is 5.529%, whereas the average effective federal funds rate during the
first quarter of 1998 was 5.520%, a difference of lessthan 1 basis point.
The standard deviation of the sample daily rateis 0.139, dightly below
the published value of 0.147. Finally, the two series have a correlation
of 0.95. Thus, the sample appears to reflect the federal funds market
accurately ®

V. Empirical Results

The empirical analysis estimates the importance of various factors in
determining the interest rate paid on a federal funds transaction. Be-
causethefocus of thisstudy is on the effectiveness of banks as monitors
of other banks, the sample of transactions was limited to those between
U.S. commercial bankswith call report data available for December 31,
1997. Because of the importance of government-sponsored agencies,

8. The underestimation of the variahility of daily interest ratesis partialy explained by
reserve settlement days. For the 55 days that were not reserve settlement days, the sample
standard deviation (SD) is 0.142 versus 0.148 for the published series. On the 6 reserve
settlement days, the sample SD is 0.101, as opposed to 0.142 for the published series.
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TABLE 1 Interest Rates Paid by Size of Institution

Average Interest Rate (SD)

Difference
Lender < $10 Lender > $10  between Cols.

Billion in Assets  Billion in Assets land 2

1) @) (©)

Borrower < $10 hillionin assets 5.50% 5.62% 12%
(.001%) (.003%) (.003%)
Borrower > $10 hillionin assets 5.47% 5.55% .08%
(.001%) (.002%) (.002%)
Difference between rows A and B —.03% —.07%
(.002%) (.003%)

Note.—Standard errors given in parentheses.

foreign institutions, and federal home loan banks, this criterion reduced
the sample of transactions from 190,439 to 117,756. An additional 729
(0.62%) observations were deleted because of extreme outliers in the
borrowing bank’s call report data, leaving a fina sample of 117,027
transactions.

The dependent variable for the analysis is the interest rate on the
given federal funds transaction, measured at an annual rate.’

Table 1 reports some simple statistics about the data that validate
the anecdotal evidence about interest rate setting in the funds market
presented in Allen and Saunders (1986) and Stigum (1990). Larger in-
stitutions tend to get more favorable rates, regardless of which side of
the transaction they are on. For example, institutions with over $10
billion in assets, on average, receive 12 basis points more than a smaller
institution when lending to a small institution and 8 basis points more
when lending to another large institution. When borrowing, institutions
with over $10 billion in assets save 3 basis points when borrowing
from asmall institution and 7 basis points when borrowing from alarge
institution. Differences of means tests are al highly significant. These
simple statistics suggest that, at a minimum, one would need to control
for the size of the participating institutions when trying to explain the
cross-sectional variation ininterest rates. The next subsection systemat-
ically reviews the different determinants of pricing that are examined.

Determinants of Transaction Interest Rates

Borrower credit risk. As federa funds transactions are a type of
bank loan, one would expect that the borrower’s credit risk would be
an important determinant of a transaction’s interest rate. Although the

9. Transactions that extend over holidays or weekends require more than 1 day of inter-
est. Thus, the calculated interest rates account for the number of calendar days that pass
between delivery and repayment of the loan.



Banks as Monitors 41

short-term nature of the loan suggests limited scope for credit risk,
these loans are large and also uncollateralized.® Several proxies for
the borrower’ s credit risk were considered. First, abank’s profitability,
measured by its return on assets, is included. A bank’s profitability
should be positively correlated with its ability to repay itsfederal funds
transactions and so this measure is expected to be negatively related
to the transaction interest rate. A bank’sloan quality may also partially
capture a bank’s ability to service its debts. A bank’s loans past due
more than 90 days and its nonaccruing loans as a proportion of total
loans were included to account for this possibility. If these variables
were proxies for credit risk, one would expect them to be positively
related to the transaction interest rate. Ultimately, a bank’s capitaliza-
tion reflects its ability to repay, and therefore the regressions include
the ratio of a bank’s total capital to risk-weighted assets. Banks with
higher capital ratios might be expected to pay lower interest rates. In
addition, the ratio of the transaction size to the borrower’s capital was
included to account for the possibility that relative capitalization may
be a more relevant proxy for borrower credit risk than the previous
absolute measure.*

As a check on the robustness of the findings, the above measures
of borrower risk were also constructed at the holding-company level.
Measuring risk at the holding-company level might be justified in light
of the Fed' s source-of -strength doctrine as modified by the Federal De-
posit Insurance Corporation Improvement Act (FDICIA) of 1991. The
FDICIA requires capital infusions on the part of the bank holding com-
pany as part of a voluntary capital restoration plan to aid a troubled
bank subsidiary (Schinski and Mullineaux 1995). Thus, the financial
strength of a bank’s holding company might be the relevant measure
of counterparty risk.

Borrower and lender characteristics. To measure the importance
of borrower credit risk accurately, one must adequately control for
other factors that influence the observed interest rate. The first set of
controls represents other characteristics of the borrowing bank. The
estimation includes a variable that measures the market share of the
particular borrowing bank. That is, for institution X, thisvariable would
be the amount borrowed by institution X on day Y divided by aggregate
borrowing on day Y.

A small number of banks may actually be borrowing in the funds
market on behalf of others. To account for the possibility that these

10. Even for loans of an overnight maturity, the interest rate charged must be a markup
over arisk-freerateto compensate the lender for the possibility of losing the entire principal
(Merton 1974). For example, if a federal funds loan had a 0.1% (1 in 1000) chance of
default, a risk-neutral investor would require a markup of approximately 10 basis points.

11. The distribution of this variable was highly skewed, and therefore the log of this
ratio was used.
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institutions may generally pay a different interest rate, the regressions
include adummy variable indicating whether or not the borrowing bank
is a dealer in the funds market, defined as an indicator for one of the
five institutions in the sample that both bought and sold at least $1 bil-
lion in funds on each day of the sample. The analysis aso includes
a variable indicating whether the borrowing bank was a net seller of
funds, on average, during the quarter ending December 31, 1997. This
variable controls for the possibility that a bank transacting differently
from its typical requirements might pay a different interest rate.?

As documented by the simple statistics in table 1, the size of the
borrower likely influences the interest rate paid. Dummy variables de-
noting five different size categories of borrowers attempted to account
for this. Size is defined as the borrower’s total assets as of December
31, 1997.

The second set of control variables accounts for characteristics of the
lending institution. An identical set of variables measuring the lending
institution’s lending share, dealer status, typical net position, and size
was included in the regressions.

Transaction characteristics. Thethird set of control variables mea-
sures the characteristics of the transaction. The first such variable prox-
ies for the funds market’s liquidity at the time of the transaction. The
relationship between liquidity and pricing in the funds market may be
like that found in stock- and foreign-exchange markets.®* However, the
data here do not alow for atraditional volume-liquidity-pricing study
because the information available on timing relates to the time that the
payments were transferred over Fedwire and not to the time that the
original trade was made. Anywhere from afew minutesto several hours
may elapse between the execution of afederal funds trade and the flow
of money over Fedwire. Nevertheless, one should expect payment
times to be positively correlated with trading times simply because the
payments necessarily follow the underlying trade. Thus, one might use
the timing of payment flows to proxy for market liquidity. To explore
this possibility, the analysis includes a variable measuring the share of
federal funds value that was delivered over Fedwire during the half-
hour period of the given transaction.

Liquidity may also be affected by the size of the transaction. For
example, very large loans may have both alimited supply and alimited
demand. Dummy variables denoting transactions less than or equal to

12. The call report does not distinguish between federal funds and repo transactions,
and so theindicator for ‘‘net selling’’ behavior is not strictly comparable to the transactions
used in this study. Quarterly average values were used to construct this measure to account
for the possibility of bank window dressing as documented by Allen and Saunders (1992).

13. Bollerslev, Domowitz, and Wang (1997), Peiers (1997), and Huang and Masulis
(1999) study this relationship in foreign exchange markets. Stephan and Whaley (1990)
and French and Roll (1986) examine the same in equity markets.



Banks as Monitors 43

$10 million, between $10 million and $100 million, and over $100
million were included in the estimation. These categories identify
38.7%, 55.1%, and 6.2% of the transactions, respectively.

The final transaction characteristic examined is the duration of the
federal funds loan. The duration of aloan may affect pricing because
it affects the intraday balances of the participating institutions. These
balances are important to a bank because the Fed charges banks that
have a negative balance, a ‘‘daylight overdraft,’”’ interest at an annu-
alized rate of 27 basis points (Richards 1995).1 Because overdraft
charges are applied to a bank’ s average overdraft during the 18 hours
that Fedwire operates, an earlier delivery or a delayed repayment of a
federal funds loan will affect a bank’s interest charges in the same
proportion that it affects the magnitude of a bank’s average overdraft.
For example, extending the duration of a federal funds loan for 1 hour
would save a borrowing bank running a daylight overdraft one-eigh-
teenth of 27 basis points, or 1.5 basis points.

For many reasons, however, one would expect that extending the
duration of a federal funds loan by 1 hour would correlate with an
increase in the interest rate observed of less than 1.5 basis points. First,
since both the borrower and the lender are aware that the timing of
payments influences the fees charged by the Fed, the two counterparties
may agree to share the 1.5 basis point benefit. Second, the borrowing
bank may not necessarily be running an overdraft at the time of repay-
ment and so would be unwilling to pay for an extended duration. Third,
the Fed's treatment of intraday reserve balances is asymmetric. Al-
though the Fed charges 27 basis points for overdrafts, it does not pay
anything to abank that holds apositive intraday balance. Overall, there-
fore, the value of extending afederal fundsloan by 1 hour is an empiri-
cal question. For this reason, a variable measuring the number of op-
erating hours that the loan was outstanding has been included in the
analysis.

Borrower and lender relationships.  Thefourth set of controls prox-
ies for the relationship that may exist between the borrower and seller
of funds. The relationship-banking literature finds empirical evidence
that small borrowers (presumed to be nonfinancial firms) benefit by
maintaining a relationship with a single bank or a small number of
banks (see, e.g., Petersen and Rgjan 1994; and Berger and Udell 1995).
In the case of the federal funds market, both the borrower and the lender
are financial ingtitutions. Borrowing institutions may build relation-
ships with particular institutions to establish that they are agood credit
risk. By so doing, they may get a more attractive interest rate.

Relationships were measured in two ways:. by the number of transac-
tions between the given pair of banks and by the number of days on

14. This discussion abstracts from a bank’s allowable deductible.
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which the given pair of banks transacted.® These measures of relation-
ships implicitly assume that the patterns observed during this quarter
are indicative of the relationship between the counterparties in the past.
As the theories of relationship banking focus on small borrowers, the
above measures were also interacted with a dummy variable indicating
whether the borrowing institution has less than $250 million in assets.’®
Such small financia institutions may have a particularly difficult time
conveying to potential lenders that they are agood credit risk, and thus
they may especially benefit from establishing a relationship.

Day of the sample. Finaly, dummy variables for each of the 61
business daysin the sample wereincluded. Asdocumented in Hamilton
(1996), Spindt and Hoffmeister (1988), and Furfine (2000), the effec-
tivefederal fundsrate follows patterns during the 2-week reserve main-
tenance period as well as around holidays and ends of quarters. To
isolate the cross-sectional variation in loan pricing, a complete set of
dummy variables was used rather than attempting to measure each cal-
endar-related effect separately. To save space, the results for these vari-
ables are not reported but are available separately. These dummy vari-
ables capture the daily variation in interest rates found in the effective
funds rate, differing only slightly because of the weighting that occurs
in the published series.

Before turning to the empirical results, table 2 reviews the definitions
of the various variables, and table 3 presents some summary statistics.
As mentioned, the interest rate data replicate the effective funds rate
quitewell, and it is therefore no surprise that the transaction-level aver-
age interest rate of 5.504% is so close to the target funds rate of 5.5%.
The summary statistics also indicate a fair degree of skewness in the
distribution of many variables. In banking, a small number of institu-
tionstypically have characteristics quite different from most other insti-
tutions, and this sampleisno different. Whereas the median observation
on the borrowing share variable is 1.4%, its mean is 3.9%. This is
reflective of a small number of institutions with significant market
share. For example, one institution bought 21.4% of a day’ stotal funds
exchanged. A similar skewness is apparent in the size of the institu-
tions. The participating institutions have a size ranging from a low of
only $10 million in assets to a high of $297 hillion. Transaction size
and measures of relationships are al'so skewed. For instance, the mean
transaction sizeisjust under $38 million, but the median isonly $18 mil-
lion. With regard to proxies for relationships, some banks sell funds
to a given institution only once during the entire quarter. The median
number of transactions for a given pair of institutions is 51, athough
as many as 2,007 transactions occurred between agiven buyer and seller.

15. These variables were entered in log form to account for the highly skewed nature
of their distribution.
16. A smaller cutoff of $100 million delivered similar results.
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TABLE 3 Summary of Transaction Data
Mean sSD Median  Minimum Maximum
Interest rate 5.504 .349 5.469 .585 19.950
Borrower’s credit risk:
Return on assets .011 .004 .011 -—.001 .030
Loans 90 or more days past
due .002 .003 002 O .047
Nonaccruing loans .005 .003 .005 O .015
Risk-based capital ratio 113 .014 .109 .091 231
Transaction-size-to-capital
ratio .018 .053 .005 .000 3534
Other borrower characteristics:
Daily borrower share .039 .057 .014 .000 214
Asset size (millionsof $) 89,900 104,000 38,800 40 297,000
Dealer bank .300 458 0 0 1
Quarter-end net seller 142 .349 0 0 1
Lender characteristics:
Daily lender share .027 0.045 .003 .000 214
Asset size (millionsof $) 52,400 93,300 3,880 10 297,000
Dealer bank .219 413 0 0 1
Quarter-end net seller .783 412 1 0 1
Transaction characteristics:
Transaction size (millions
of $) 37.7 68.9 18.0 1 990
Business hours duration 15.31 2.79 15.73 117 34.66
Liquidity 107 .065 .103 .000 0.274
Relationship characteristics:
No. of transaction pair 215.58 457.32 51 1 2,007
No. of days pair 40.98 19.23 47 1 61

NoteE.—Summary statistics in the federal funds transaction data containing 117,027 observations
over 61 business days between January 2, 1998, and March 31, 1998.

Regression Results for the Full Sample

Table 4 presents the output from three regression specifications for the
complete sample of 117,027 observations. The first three columns re-
port the results when borrower risk is measured at the bank level and
the last three columns report the results when borrower risk is measured
at the holding-company level. The different specifications utilized two
different proxies for the quality of the borrower’s loan portfolio and
two ways of measuring bank relationships. Overall, the variables in-
cluded in the regression explain 20% of the variation in interest rates
charged, athough time dummies alone explain 16%. Looking across
columns, it is clear that the different specifications are not particularly
influential .Y’ For ease of exposition, therefore, the description of the
results will focus on the coefficients reported in column 2.

17. With the exception of loans past due in specification 1, al of the variables that
proxy for the credit risk of the borrowing institution enter significantly and with the correct
sign. The only other significant difference across specifications is that relationship proxies
only enter significantly when they are measured by days rather than by the number of
transactions.
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A 1 SD increase in the borrower’ s return on assets correlates with a
reduction in the loan rate of approximately 0.75 basis points. A similar
increase in nonaccruing loans tends to relate to arise in interest rates
of around 0.2 basis points. A 1 SD increase in a borrowing bank’s
capital ratio correlates with nearly a full basis-point reduction in inter-
est rates. The most economically significant variable regarding bor-
rower credit risk appears to be the transaction-size-to-capital ratio. A
1 SD increase in this variable correlates with a 1.5 basis point increase
in the transaction interest rate.

Turning to the variables representing other characteristics of the bor-
rower, estimates suggest an increase in the share of overal borrowing
tends to increase the transaction interest rate. This is consistent with
movement along a supply curve. A 1 SD increase in the market share
of the borrowing bank correlates with a 0.5 basis point increase in the
transaction interest rate.

Asset sizeisan extremely important determinant of transaction inter-
est rates. Asthe size of the borrowing bank increases, transaction inter-
est rates generally fall. The smallest institutions pay nearly a quarter
of a percentage point more for overnight funds than ingtitutions with
over $1 billion in assets. Dealing in funds does not affect the rate at
which one can borrow, nor does the typical net funds position.

For the lending institution, higher lending shares correlate with lower
interest rates, consistent with movement along a demand curve. A 1
SD increase in a bank’ s lending share correlates with a transaction in-
terest rate 1 basis point lower. Aswas the case for the borrowing bank,
greater size improves the terms of the loan, although to a lesser extent
than was true for borrowers. The smallest institutions receive around
10 basis points less than the largest institutions receive when lending.
Being adea er seemsto improve the terms of lending, with such institu-
tionsreceiving about 2 basis points more for funds sold. The coefficient
on the net selling indicator suggests that institutions that on balance
sell funds actually receive less for their money when they sell. Since
net selling institutions are generally small, this may reflect the fact that
the size dummies are underestimating the pricing advantage of large
institutions.

With regard to transaction-specific variables, the results suggest that
the largest transactions generally trade around 5 basis points below
smaller transactions. As transactions over $100 million are generaly
between very large institutions, this coefficient may partly be capturing
the pricing of transactions between money-center banks described by
Allen and Saunders (1986). The coefficient on the duration of the fed-
eral fundsloan provides evidence of an intraday market for funds. Each
hour of additional duration is correlated with a 0.9-basis-point increase
in the transaction interest rate. This estimate is consistent with the prior
expectation of getting a positive coefficient of lessthan 1.5 basis points.
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Such pricing is quite significant economically given that banks have
an 18-hour window in which to return funds that are borrowed. The
coefficient on the proxy for market liquidity is not statistically different
from zero. However, as mentioned, the timing of federal funds pay-
ments is not equivalent to the timing of federal funds trades. It may
be the case that this error in measurement is sufficient to mask a true
liquidity effect, or it may be that there is not a relationship between
price and volume in the funds market as has been found elsewhere.

Results for the relationship proxies are consistent with the notion
that banking relationships are important in the funds market when rela-
tionships are measured in days. A 1 SD increase in the number of days
that the two banks have transacted correlates with a 0.5 basis point
reduction in the transaction interest rate. For the smallest borrowers,
the effects are much larger, athough these estimates are not significant
at traditional levels.

Regression Results for Subsamples

Table 5 reports the output from the same specification as in the second
column of table 4, except that the sample of transactions has been lim-
ited.!® For ease of comparison, the first column of table 5 replicates the
second column of table 4. The second column of table 5 includes only
transactions less than or equal to $10 million in the regression. For
such transactions, borrower credit risk appears far more important than
for the sample as awhole. Although nonaccruing loans no longer enter
significantly, the other coefficients on proxies for credit risk enter with
noticeably higher absolute values. For instance, a 1 SD increase in the
borrower’ s return on assets now correlates with a decline in the interest
rate of around 1.1 basis points. The coefficient on relative transaction
sizeis nearly double that estimated from the entire sample. With regard
to other variables, the size of the lending institution is correlated with
about twicethe changein interest rates as wastruefor the entire sample,
but the size of the borrowing institution is correlated with a noticeably
smaller change. Relationships aso appear more significant in the sam-
ple of smaller transactions. A 1 SD increase in the length of an in-
terbank relationship correlates with a 1.2 basis point declinein transac-
tion interest rates, over twice that found in the full sample.

The third column of table 5 presents the results for the subsample
of transactions involving at least one dealer bank. Because a dealer is
involved with these transactions, it ismore likely that they do not repre-
sent transactions undertaken for the account of the sending and receiv-
ing bank. Thus, one might expect it would be more difficult to explain

18. Asreported at the bottom of table 5, F-tests reject the hypothesis that (a) the four
borrower risk coefficients and (b) all the coefficients from each subsample are the same
as those reported for the full sample.
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pricing for this subset of transactions. Consistent with this prior belief,
the results show that proxies for credit risk generally fail to correlate
with pricing in a manner consistent with theory. The coefficient on
return on assets is insignificant, and the coefficients on nonaccruing
loans and relative transaction size are significant but of the wrong sign.
The only credit risk variable entering with the proper sign is the bor-
rower’s capital level, but this enters with a smaller magnitude than it
did for the whole sample. Overall, the regression explains 0.16 of the
variation in transaction interest rates, but 0.14 of thisis due to the time
dummies.

The last column of table 5 explores whether pricing in the federal
funds market is noticeably different on the 6 reserve settlement days
covered by the sample. As described in Hamilton (1996), Spindt and
Hoffmeister (1988), and Furfine (2000), such days typically witness a
higher than average effective funds rate. The results suggest that there
are many noteworthy differences in the way transactions are priced on
these days. First, the relative transaction size variable enters with a
coefficient nearly three times the magnitude of that found in the com-
plete sample. Second, the largest borrowers actually tend to pay sig-
nificantly higher interest rates than banks of amoderate size. According
to the estimates, banks with over $100 billion in assets pay around 5
basis points more than banks with between $1 and $100 billion in assets
on settlement days. Third, the size of the lending institution, while still
generally positively correlated with interest rates, reveals only adiffer-
ence of around 5 basis points between the biggest and smallest institu-
tions, around half that of the full sample. Fourth, the liquidity variable
is significant for the first time. This likely captures the fact that most
federal funds valueis delivered in the afternoon and that the funds rate
on settlement days tends to increase more noticeably in the afternoon.
Finally, relationships do not appear to influence pricing on settlement
days.

Because the behavior of the funds rate on settlement days has at-
tracted so much attention, it is perhaps worthwhile to question to what
extent the different behavior of the effective rate can be attributed to
the differences uncovered in the cross-sectiona pricing of transactions
on those days. During the first quarter of 1998, the weighted average
funds rate calculated from my sample was 7 basis points above target,
averaged across the 6 settlement days. To try to explain this fact, fitted
values were calculated from the full-sample coefficients and the settle-
ment-day coefficients. The predicted weighted average rate was then
calculated for the settlement days and compared across the two esti-
mates. The estimates for the settlement day coefficients were, on aver-
age, about 1 basis point higher. Thus, changes in the pricing behavior
of institutions can only explain 1 point of the 7-basis-point increase in
the funds rate occurring on the settlement days in my sample. Thetime
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dummies captured the remainder of the effect. Thus, factors outside of
those examined here explain most of the unusual settlement-day behav-
ior of interest rates.

VI. Implications and Conclusions

The price of a federa funds loan reflects, in part, the credit risk of
the borrowing institution. In particular, banks with higher profitability,
fewer problem loans, and higher capital ratios pay lower interest rates
when they borrow overnight. This suggests that banks can distinguish
credit risk among their peers and price loan contracts accordingly.

Being able to distinguish credit risk, however, does not imply that
interest rates on federal funds transactions would be able to price credit
risk adequately when counterparty default became likely. For instance,
arisk premium of 300 basis points would only compensate a risk-neu-
tral lender for a 3% probability of default within the next year. Put
another way, a 300 basis point additional spread on a $1 million over-
night loan generates an additional $83.33 in revenue each day for the
lending institution, a negligible amount when the bank could conceiv-
ably lose its entire principal. Thus, access to federal funds borrowing
dries up for abank with a significant perceived possibility of default.’®
Further, this decline in borrowing is generally not accompanied by ex-
ceptionally high risk premiums because, as argued by Benston et al.
(1986), a bank wishes to avoid giving the market a signal that it is
having difficulty attracting funds.?®

For good reason, therefore, discipline of very risky institutions in
the federal funds market takes the form of quantity rationing rather
than higher interest rates on transactions. That is, a bank with a high
perceived probability of failure generally cannot attract overnight un-
secured funds, regardless of price. Nevertheless, the finding that banks
do charge interest rates that distinguish the risk of their generally
healthy peers does have at least three implications. First, banks can
and do monitor the risk present in their interbank transactions. Thus,

19. When such drying up of liquidity occurs depends largely on when financial markets
realize abank isin trouble. The uninsured depositor run on Continental Illinois first began
on May 8, 1984, a relatively short time before the FDIC's resolution plan was approved
by Congress on September 26 of that same year (Wall and Peterson 1990). In contrast,
Peek and Rosengren (1998) report that the closure of the Bank of New England Corporation
(BNEC) on January 7, 1991, followed almost 2 years of declines in overnight depositors.
By the end of 1989, the BNEC had lost over half its overnight funding (both secured and
unsecured) and by June of 1990, BNEC's overnight borrowing stood at roughly 3% of its
early 1989 levels.

20. Consistent with this proposition, Ellis and Flannery (1992) note that Continental
Illinois failed to report offering rates for its uninsured CDs between May 16 and October
3, 1984. Between May 9 and May 15, 1984, Continental’ s offer rates on 3-month CDswere
only 30—40 basis points above the rates offered by First Chicago and Chase Manhattan.
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proposals to incorporate some sort of interbank monitoring into tradi-
tional regulation and supervision have been given some empirical cred-
ibility. Second, the magnitude of the differential pricing found in the
overnight funds market is economically significant. Consider two hypo-
thetical banks, one of which has values for the four risk variables equal
to the tenth percentile in the sample while the other has values equal
to the ninetieth percentile. That is, one bank is constructed to be
“‘risky’” and the other to be ‘*safe.’”” Holding all other variables con-
stant, the coefficient estimates from the first column of table 5 predict
an interest rate differential between these two banks of 18.4 basis
points. Considering only banks with assets greater than $10 billion, the
interest rate differential between the two similarly defined hypothetical
banks is still over 11 basis points. Third, this pricing of credit risk
found at an overnight maturity suggests that if something like the Ca-
lomiris (1998) plan were implemented using 10-year subordinated debt,
afairly wide range of allowable debenture interest rates might be re-
quired if risk and maturity have a significantly positive correlation.
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